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ABSTRACT
Th e development of the Intelligent Transport ation Systems
(ITS) highlights theneedof connect ing vehicles to the infras-
t ructu re. Indeed, many ITS appli cations rely on such con-
nect ions to o� er new on board servi ces. The networki ng ar-
chit ecture allowing vehicle-to-infrastructure (V2I) communi-
cati on is then a key challenge for new pervasive applicati ons.

In this paper, we present an architectu re designed for op-
port unisti c vehicles to infrastructure communicat ion. Th is
li ght architecture allows to t ransfer data from the vehicles
to the infrast ructure th rough IPv4 or IPv6 connect ions us-
ing 3G networks or Wi Fi accesspoints, depending on their
availabili ty. I t reli es on any VA NET routi ng protocol li ke
geocast or condit ional based rout ing instead of tra dit ional
rout ing. We use conditi onal tra nsmissions to bene� t from
it s int ri nsic discovery facil it ies, in order to �nd a gateway
towards the infrastructu re.

We describ e the architectu re, it s implementati on and our
road testb eds, allowing to conclude on the interest of such
an architecture that allows to exploit already installed net-
works.

Categoriesand SubjectDescriptors
C.2.1 [Ne t work Ar chi te cture and D esign ]: Wi relesscom-
municati on; H.4.m [Comm uni cati ons A pp li cati ons]: Mis-
cellaneous

GeneralTerms
Performance, Experim entation, Measurement, Design

Keywords
V2I, ad hoc communicat ions

1. INTRODUCTION
Conte xt . Th e Intelli gent Transport ation Systems are

intended to improve the tra nsporta t ion in terms of safety,
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mobili ty, impact on the environment , producti vi ty... I t is
expected that new on-board services will be available; they
may cont ri bute to fund the deployment of such a complex
system, involv ing both the road-side (infrastructu re) as well
as vehicles themselves.

We can separate ITS applicat ions under four famil ies [12].
Th e � rst family concerns the infrastr ucture or iented appli-
cati ons such as freeway management , intermodal freight ,
emergency organizati on... Th e second famil y concerns the
vehicle or iented appli cations. Th ese appli cati ons give neces-
sary informat ion to the vehicles in order to adapt t heir be-
havior for road safety or to diagnosti c internal problems for
instance. The third famil y regards the dr iver oriented appli -
cati ons, such as t ra� c jam alert, upcoming danger warning
and so one. Finall y, the last family concerns the passenger
or iented applications such as infotainment services, Internet
access[9] or pervasive appli cat ions [21].

Hence a large set of ITS applicat ions requires so-called
vehicle-to-infrastructure (V2I) communicat ionsand connecting
vehicles to the infrastru cture has become a major subject of
study. I t is however a di�c ult challenge due to the dynamic
nature of vehicular networks and the di� cult y (and cost) of
a large network accesspoints (AP or gateway) deployment.

W ork s. Mot ivated by road safety and infrastructu re man-
agement, large R&D init iat iveswere launched in the USA, in
Europe and in Japan... Most of them include V2I commu-
nicat ions. For instance, the Intel liDr ive project ( formally
Vehicle In frastr ucture Integration) develops V2I communi-
cati ons in order to increase securit y and limit congesti on.
Th e PReVENT project aimed to help the dri ver avoiding
accidents or limit their impact; the sub-project WI LLWARN
used V2V and V2I communicati ons. Th e goal of the GST
project ( Global System for Telemat ics) was about creat-
ing an open standard for on board services [4]. Th e MY-
CAREVEN T project [27] studied the connexion of vehicles
to Internet, where an IP connect ion is established by the
mean of a gateway and that is on multi ple communicat ion
networks. The Driv e-Thru Internet project [3] has investi-
gated the usabili ty of the 802.11 hotspots for o� ering Inter-
net access to the vehicles. Th e SAFESPOT project t ends to
develop a Safety Margin Assistant based among other things,
on V2V and V2I communicati ons. Th e CVIS project ( Coop-
erat ive Vehicle Infrastructu re Systems) also t reats the road
safety; it includes V2V and V2I communicat ions [2].

From the network protocol point of view, the develop-
ment of an adequate standard concerns the di� erent interna-
t ional organizati ons. The IEEE develops the protocol stack



WAV E, including an extension of the 802.11 famil y protocols
for the low layers as well as an alt ernat ive to IP in higher
layers. Th e ISO develops the Calm standard for vehicular
networks. Th e IETF works on extensions for IP (M obile
IP, IPv6, Nemo) and auto-con� gurat ion in MAN ET (M o-
bile Ad hoc NETw ork) networks in the Autoconf work ing
group. Th e car-to-car consorti um (C2C-CC) develops and
experiments speci� c protocols for vehicular networks. Th e
ET SI is involved in the harmonizat ion of ISO, IETF , IEEE
and C2C standards (ETSI Technical Commit tee ITS).

Contri bu ti on . As we can see, the new ITS appli cati ons
are leading to new network protocols for V2I communica-
t ion. Several experiments have beendone but t he standard-
izat ion process is not achieved. Th e integrati on and the
interoperabil it y of the di� erent solut ions lead to intensedis-
cussions. I f the accessto the Internet requires IP, it s nat ive
usein the V2V communicati on is cont roversial. The end-to-
end IP communicati on standardizes the network layer but
increasesthe network overhead, and shows real problemsfor
address auto-con� gurati on [10].

Our work deals wit h the design, the implementati on and
the test of a light communicati on architectu re for connect -
ing vehicles to the infrastru cture. I t relies on mult i-hops
communicat ions between vehicles unti l reaching an access
network.

Th e main characteristi c of our archit ecture is it s lightness.
I t doesnot rely on IP for vehicle-to-vehiclecommunicati on in
the aim of circumvent the address assignment problem and
to adapt t o any VAN ET rout ing prot ocol. I t handles both
IPv4 and IPv6 accessnetworks and can useeither WiF i hot
spots or 3G cellular networks, depending on their availabil-
it y. We show that such a light archit ecture is su� cient for
collecti ng data produced by on-board sensors unti l a server
in the infrastructure.

We present the issue of Internet access from vehicles in
Sect ion 2. In Secti on 3, we describe our architectu re. Sec-
t ions 4 to 6 int roduce it s components. The archit ecture
relies on the Airp lug middleware [12]. We use the condi-
t ional t ransmissions [14] as rout ing protocol. Secti on 7 re-
port s road experiments. Th ese road testbeds show that our
communicat ion archit ecture is e�c ient and very suitable for
opport unisti c communicati ons. We conclude in Sect ion 8.

2. THE ISSUEOF INTERNET ACCESSFROM
VEHICLES

In this sect ion, we summari ze the main proposedsolut ion
to access the infrastructu re from vehicles.

W AVE . Th e IEEE extended its protocol famil y 802.11 by
adding the 802.11p, being inspired for that by the ASTM
E213-03 standard, which in turn is based on the 802.11a
standard. Th is protocol modi� es the physical and MAC lay-
ers in order to adapt t o VA NET constrains, conform to the
DSRC (Dedicated Short Range Communicat ion). In part ic-
ular, there is no more "associati on" in order to be able to
send messages in dynamic environments. IEEE has also de-
�n ed WAV E1 (Wire less Access in Vehicular Environment)
or the 1609 protocols famil y [6]. WAVE speci� es a com-
plete prot ocol stack (1609.0 to 1609.4), relyi ng on 802.11p
for the low layers. Th e 1609.3 standard includesthe WSMP

1Th e DSRC term 2 to di� erent concepts, from the frequen-
cies range to the kind of applicat ions. Th e IEEE int roduced
the term WAV E to clari fy the use of the term DSRC [6].

protocol (WAV E short Messages Protocol) for inter-vehicle
communicat ion, presented as an alt ernat ive to IPv6 [5]. In
this protocol, messagesare routed with an appli cati on class
identi � er (ACID) and an appli cati on context mark (ACM)
to replace the IP address and the port number [7]. This
would ease the communications in dynamic environments.

CAL M . IEEE developments are linked to the ISO, specif-
ically the "Technical Commit tee 204 Intelli gent Transport
Systems, workin g group 16, Wid e Area Communicati on" in
charge of the medium and short range communicat ion, that
works on the Calm2 (Cont inuous Ai r-Interface for Long and
Medium range telecommunicat ions) standard [1]. Calm goal
is to o� er cont inuous communication in a t ransparent way
to users via a variety of communicat ion networks, such as
802.11, 802.11p, 802.15, 802.16e, 802.20, cellular networks
2G, 3G, 4G and other speci� c nati onal ITS systems pro-
tocols. Calm integrates the IEEE and IETF proposit ions.
Vert ical handoverswould bemainly handled by IP whilehor-
izontal handovers would be left to be handled by the lower
layers.

M ob il e IP and Ne mo . IET F has been work ing for sev-
eral years on mobile networks, ad hoc networks, and recent ly
vehicular networks. Th e vision is a complete deployment of
IP, giv ing each vehicle an IPv6 address.

To deal with the mobil it y, the Mobile IPv6 protocol i s
based on theupdate of a temporary address, called the "care-
of address". Th e mobile node has then 2 addresses, a per-
manent one related to the original network of the node, and
a temporary one related to the visited network. When sev-
eral on board IP addressesare used, Mobile IPv6 would be
ine�c ient. Nemo Basic Support protocol3 [11], which relies
on Mobile IPv6, deals with that issue, while Nemo Extended
Support [24, 25, 23] studies mult i-domicil iat ion and rout ing
opt imizat ions, without being based on Mobile IPv6.

Th e Geonet project aims at integrati ng IP with th e geo-
cast rout ing protocol proposed by the C2C consort ium [18,
19]. Geocast routi ng protocols rely on GPS posit ions to
route messages from vehicle to vehicle.

IP addre ss assignme nt. Th e IP addressassignment is
t reated in the "Ad hoc Network Auto Con� gurat ion Work-
ing Group". Th e multi -hop ad hoc natu re of the vehicle
network does not allow the use of address auto con� gura-
t ion protocols like those in RFC 4861 and 4862 [22, 26]. Ti ll
now there is no standard for IP addressing to vehicles [10],
nor much publi shed papers about t hat subject. We can brief
two of theseworks. In [16], VAN ET topology is supposedto
be composed of small l inear independent convoys. Leaders
are chosen among vehicles; they act as DHCP servers. Th is
"dist rib uted DHCP" soluti on guarant ies the address unique-
ness in each small convoy, but t wo distant vehiclescan how-
ever have the same address. Th e solut ion proposed in [8] is
based on the C2C-CC archit ecture and the SLA AC (State-
less Address Auto-con� gurat ion) t echnique, that relies on
the NDP (Neighbor Discovery Protocol) signaling to ver-
ify the IPv6 address uniqueness(supposing that each node
in the LA N can communicate with all others). GeoSAC ex-
tends SLA AC to geographical distrib uted networks by using
the geographic routi ng protocol of the C2C-CC, which al-

2Since 2007, Calm stands for Communicat ion Archit ecture
for Land Mobile (previously, Cont inuous Air- Interface for
Long and Medium range telecommunicat ion).
3Nemo stands for Network Mobil i ty.
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lows to o�e r a limited zone of broadcast in order to make
the address con� gurati on easier.

3. SCENARIO AND ARCHITECTURE
In th is section we present the scenario we consider and

the archit ecture we propose. We then discuss about it s use
and it s advantage.

Consid ere d scenari o. As we can see,maintaining com-
municati ons betweenvehiclesand Internet while using Road
Side Unit (RSU) { that is, wireless network equipments
along the roads { is not simple. To circumvent t his problem,
we adopt a stra tegy basedon opport unisti c communicat ions
in the aim to describ e a simple yet powerful architectu re .
At any t ime, a vehicle can send requests toward Internet; the
request can reach Internet using several hops in the vehicu-
lar network (Figure 1). The vehicle then fetches the answer
when it is close to an accesspoint , or when the network dy-
namic is low (Figure 2), all owing it to ask for the answer and
then to receive the caching data using the same temporary
connecti on. Note that th is archit ecture can be usedwith any
road scenario (not necessaril y a convoy) . Indeed, the relay
nodesare determined by the conditi onal t ransmissions, that
are able to adapt t o any scenario.

In this paper we focus on the design, implementati on and
test of the � rst stage of that scenario, where cars send data
to the infrastructu re (Figure 1). Besidesthe general scenario
sketched above, the target applicat ions are those that col-
lect data produced by embedded sensors and calculators in
vehicles, li ke posit ioning, speed, adherence, luminosity, se-
curit y equipment self-diagnosti c, etc. Such informati on can
then be used by the infrastructu re-side to manage a t ruck
freight, to determine the tra � c condit ions, to ant icipate in
case of danger, to o� er new value-added services...

We experimented our archit ecture by computi ng the mean
speed on a road, using seven equipped cars. Such an appli -
cati on requires to aggregate data in the vehicular network to
opt imize communicat ions. However such algorit hms are out
of the scope of this paper, focusing on V2I communicat ions.

Over all arc hi te ct ure . In order to reach a server on the
Internet, a classical HTT P connect ion over TCP /I P is used.
Such a connection is done by the vehicle sending packets to

the Road Side Unit , which is called gateway vehicle (Fig-
ure 3). The gateway vehicle is not necessaril y the one which
has produced the informat ion. Vehicle-vehicle communica-
t ions do not rely on IP.

An embedded appli cati on want ing to send data (A PP ap-
plicati on on Figure 3) t o a web server, contacts its local
gateway (GTW) , which is a program running on the same
vehicle. I f this gateway has detected an Internet accessusing
embedded 3G device (if available on th is car) or a near WiF i
hot spot for instance, it sends immediately the data on the
Internet. I f not , sending depends on the priori ty of the data.
I f the priori ty is low, the gateway waits for a certain delay,
hoping to �nd soon a Wi Fi access (or to reach a 3G covered
zone). By the way, no message is sent in the VA NET, so
the bandwidth is preserved. If the priorit y is high (or the
waiti ng delay is over), the gateway then forwards the data to
near vehicles(our experim ents show that it is always short er
to forward the packet in the VA NET) . I f one of these cars
has an Internet access, it s GTW appli cat ion sends the mes-
sage to the infrastru cture. I f not , the message is forwarded
from car to car unti l it reaches an Internet gateway, except
if a terminal condit ion is t rue (such as the maximal delay or
number of hops reached).

Opp or tun isti c comm un icat io n. We note that it is
possible that a gateway is not found in a reasonable de-
lay. In th is case, the message wil l not be sent . Th erefore,
in some unfavorable cases, the message will not reach the
server. Meanwhile, for applicati ons collect ing data produced
by embedded sensors, a message that is not up-to-date has
no interest , and it is more interest ing to send a newer and
more up to date message (containing data produced more
recent ly by sensors and embedded calculators). In the case
of the above scenario (F igures 1 and 2), if the vehicle does
not fetch any answer when accessing direct ly to the Internet,
it will be able to resend the request. Th e recept ion may then
be delayed unt il the next hot spot. Note that t he rout ing in
this architecture is basedon condit ional t ransmissions. Th is
rout ing is described in Sect ion 5.

It is possible to increase the delivery rate to the server
by sending several t ime the request ( duplicate packets). On
the server side, it is easy to withdraw duplicate requests.
Th e balance between the case where the message does not
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reach the server and the case where it reachesit many t imes
depends on some parameters (number of t ry, frequency of
sending...). Placing those parameters is related to the im-
port ance we give overloading resourcescompared to loosing
data, knowing that they could or not be sent frequent ly. Our
experiments (Secti on 7) give indicat ions for determining the
adequate values for theseparameters.

A dv ant ages. First , such an opportu nistic communica-
t ion scheme limit s the number of network equipments along
the road as well as the need for 3G connecti ons inside the
cars.

Second, vehicle to vehicle communicati on do not need IP
protocols. Only the gateway vehicle (t he one sending data
on the Internet) wil l have a TC P/ IP connect ion. By the
way, temporary addressesgiven by DHCP-like serverson the
Road Side Unit are su�c ient . Indeed, there is no need to
manage handovers, which are problemat ic in such dynamic
networks. This scheme � ts well wit h the WAVE protocol
stack and the IEEE 802.11p protocol, i n which the associa-
t ion step is not a requirement .

Th ird, any rout ing protocol speci� c to VAN ET can be
applied, such as geocast or content-based [13]. We use here
the conditi onal transmissions [14] in order to replace ad-
dresses by conditi ons, that determine whether a received
message should be t ransmit ted or not t o the upper layer
and/o r nearby vehicles (HOP program in Figure 3). Th is
rout ing technique allows to avoid the search for desti nati on
and to relay addresses in the network. I t also has a na-
t ive service discovery, that will be used to �nd gateways.
Each car will detect t he presence of a gateway to Internet
through it s gateway applicat ion (GTW) . Condit ions wil l be
evaluated at t he recept ion, avoiding any cont rol messages
for neighbors discovery (which can be heavy and useless in
VAN ET) to be used. Our architectu re then reduces the
contro l in the network. I f there is no message to t ransmit,
there is no cont rol messages. Th e only necessary messages
are thoserequired to discover the WiF i hot spot ( if any). For
instance, wit h the 802.11p protocol, this could be a WAVE
Rout ing Advert isement, embedded into a WAV E service in-
format ion element ( WSIE), broadcast by the Road Side Unit
(RSU).

Finally, a last advantage of this archit ecture concerns the
pri vacy [17]. One of the things that holds back the devel-
opment of certain ITS applicat ions, is the driv er's pri vacy
preservat ion, knowing that GPS posit ions, speed, t rajectory
among others can be collected. Here, data is not necessari ly
produced by the gateway car, and wit hout t he help of the
source, there is no way to distinguish between data coming
from the gateway car itself or another vehicle (t he source
in Figure 3). Th e IP connect ion is established between the
gateway car and the server and not between the sending car
and the server; moreover it uses only a temporary address.
Note that , it is sti ll possible to authenti cate the source, if it
givessu�c ient informati on on a voluntary basis (depending
then on the appli cati ons).

Comp onent s. Th e architecture realizat ion is described
in the following secti ons. We use the communicat ion mid-
dleware Ai rplug (A PG program in Figure 3), dedicated to
dynamic networks such as vehicle networks (Sect ion 4). Air-
plug allows to develop applicat ions in user space [12, 15].
APP refers to an appli cati on having data to send on the In-
ternet server (eg. produced by sensors). To deal with the
mult i-hop communicati ons in the vehicular networks, we use

GTWstdin stdout
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vehi cle comm uni cati ons, (2) is an inte r -v ehicle com-
muni cati on .

condit ional tra nsmissions (Sect ion 5) developed as an Ai r-
plug appli cat ion called HOP [14]. Th e gateway appli cati on
called GTW handles sending data to the Internet when it
has a Wi Fi accessor an embedded 3G card, and if not , it
forwards the message to the local HOP that will search for
a gateway to the Internet (Secti on 6).

4. AIRPLUG MIDDLEW ARE
Even if other implementations are foreseen, we have based

the reali zation of our archit ecture on Airplug, that we de-
scri be in this sect ion. Ai rplug is a light middleware for ad
hoc networks [12, 15]. I t is characterized by its robust-
ness and its simplicit y to organize exchanges of inter- and
intra - vehicle messages, which is well adapted to dynamic
networks.

Th e Airplug archit ectu re relieson independent processes;
the Airplug core it self (A PG in Figure 3) is 0 in user mode
for robustnessand porta bili ty reasons. All communicat ions
rely on messagepassing. A message coming from a given ap-
plicati on can be sent t o many other appli cations, remotely
or locally. However, by default an appli cati on A will only re-
ceive messages addressedto it and sent by a local applicat ion
B (applicat ion on the same vehicle). For other recept ions,
the applicati on must � rst subscrib e to Airp lug, indicat ing
that it accepts messages from an applicat ion, either local
or remote. Th is registeri ng system (relat ive con�d ence lo-
call y, and limited con�d ence remotely) allows an applicati on
to contro l it s recept ions. I t also increasesthe archit ecture's
robustness by avoiding chained problems in case of bogged
appli cati ons.

Messages use a speci� c addressing format, well adapted
to dynamic networks. Th e dest inat ion of a message is com-
posed by two � elds: an area (local or air) and the name of
the destinat ion appli cati on. Th e zone can be intern (LCH
for localhost) or external (A IR), which means composed by
cars in the neighborhood, or both (AL L) . But it can also be
more speci� c (name or address of a nearby vehicle). Note
that t his addressing schemeis closedto the one in the WAV E
Short Messages Protocol (WSMP).

Th e inter-appli cat ions communicat ions are done in the
simplest and more robust way possible: by using the stan-
dard inputs and outputs. Th is guarant ies a complete inde-
pendence from the programming language used to develop
appli cati ons. As Airplug also manages the network inter-
faces, applicat ions accessthe network in the same way they
do to communicate wit h other local appli cat ions, simply by
wri t ing on their standard output .



Wi th Airplug, the development of new communicati on
protocols is done in user mode, in a process that will re-
ceive the data to send on its standard input and will handle
t ransmitti ng them to Airplug via it s standard output . Many
protocols can be implemented this way, such as rout ing or
t ransport protocols. Th e prototyping of new protocols is
made easier, as for the cross-layering solut ions. Airplug can
avoid the protocol stack of the operat ing system by using
raw sockets. Figure 4 details relat ions between the gateway
appli cati on GTW and the HOP prot ocol in our architec-
ture: GTW sends locally towards the local instance HOP
(1), that will t ransmit to the remote HOP instance (2), that
will t ransmit to the remote instance GTW (3).

5. CONDITION AL TRANSMISSIONS
Condit ional t ransmissions is a kind of rout ing where log-

ical condit ions replace addresses [14]. A message is sent
by the module responsible of condit ional t ransmissions with
two conditi ons namely, CUP and CFW (Figure 5). When
receiving a message, if CUP is tru e, the message is t rans-
mit ted to the upper layer. I f CFW is tru e, the message is
forwarded to nearby cars. By dynamically evaluati ng con-
dit ions at recept ions, the protocol accommodates better to
the dynamic than other protocols relyi ng on addresses(in-
cluding geographical ones).

All sort s of logical condit ions can be used (including con-
dit ions testing eventual IP or geographical addresses). But
the most interest ing condit ions deal wit h distance, durati on,
t rajectory correlati on (allowing to determining whether the
receiving car follows the sender or not) .

Condit ional t ransmissions were implemented as an Air-
plug compati ble appli cation called HOP [15], which hasbeen
studied in Network Simulator and tested on the road. For
needs of our architecture, we have completed th is appli ca-
t ion to make it accept part icular messages that wil l inform
about certain keywords to be considered t rue while evaluat-
ing condit ions (t hesemessages will not be accepted unless
they come from local applicat ions to the vehicle). This way,
the GTW applicat ion (present on each vehicle) sends peri-
odically such messages to HOP, to warn about t he presence
of 3G networks (keyword 3G) or Wi Fi hot spots (keyword
3G).

When a GT W applicat ion cannot send the message on the
Internet (lack of 3G device or WiF i accesspoint) and cannot
wait ( due to the message's pri orit y) t ill i t gets near a Wi Fi
hot spot , it forwards the message to HOP with two appropri-
ate condit ions (CUP and CFW) . The init iator HOP sends
then GTW' s message along wit h the two given condit ions
and some addit ional informat ion necessary for the condi-
t ion's evaluation (Figure 5). Th e CUP condit ion "wifi _ 3G"
allows the message's t ransmission to GTW appli cat ions that
will actuall y have an Internet access point . The CFW con-
dit ion ": wifi ^ : 3G^ dst < 2000^ dur < 180" allows for
example to forward the message if there is no Internet ac-
cessfound and if the covered distance is less than 2km range
(dst stands for distance from the sender) and if the delay is
lessthan 3 min (dur stands for durat ion since the � rst send-
ing). In this case, the addit ional informat ion in the message
is the date and the source vehicle's posit ion at the moment
of the � rst emission (obtained via the embedded GPS), en-
suring that every potenti al relay will be able to calculate it s
distance to the sender and the age of the received message.
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mente d b y t he HO P pro gram). A message is sent
w it h the condi ti ons CU P and CFW . W hen CUP is
tru e, the message is giv en to th e upp er layer (h ere
th e G TW app li cati on). W hen CF W is true , th e mes-
sage is re sent in th e neighborho od.

A ti mestamp forbids any processing of a message that was
received before.

Wh ile thecondit ional tra nsmission havenot beendesigned
for this purpose, it is import ant t o noti ce that when using
with such conditi ons, they o� er an int rin sic servicediscovery.
I t is not necessary to add any pre-processing to search for
an Internet access as well as a route towards this gateway.
Moreover, it is possible to limit t he area covered by the
messages by re�n ing the condit ions. For instance, condit ions
related to the t rajectory will restrict the area to the vehicles
preceding or foll owing the source vehicle (see [14]).

6. GATEWAY
In complement to new funct ionalit y added to HOP, a new

Airp lug appli cati on has been developed for the needs of our
archit ecture. Th is gateway applicat ion, called GTW, is in
charge of establishing a one hop connect ion between the ve-
hicular network and the Internet network.

GT W checks periodicall y the availabili ty of external net-
works. The networkin g interfaces that will be used con-
stitu tes a subgroup of the interfaces detected, according to
some manual or automati c sett ings. I t is actually possible
to restri ct the choice to the 3G, WiF i access points, or LA N
(for the tests in the lab, see next sect ion), to IPv4 or IPv6.
GTW informs periodically HOP of the available networks
via an int ra-vehicle communicat ion by indicati ng to it the
keywords to be evaluated as t rue when examining the condi-
t ions associated to the received messages. Th is means that
if a message is received by HOP wit h the keyword WiFi in a
condit ion, while the local GT W program announced to HOP
the presence of a WiF i hot spot , then HOP will replace th is
keyword by tru e in the condit ion.

GT W is also the prim ary interface for appli cati ons willi ng
to send data to the Internet. When an appli cati on (APP in
Figure 3) wants to send data to a given Internet server, it
t ransmit s them to the local instance of GTW (located in
the same vehicle), wit h a priori ty. I f th is instance has a
connecti on to the Internet, it sends the data immediately.
Else, if the priori ty is low, it wait s hoping to �nd it self a
connecti on. In the opposite case (priori ty is high) or when
the waiti ng delay has expired, it forwards the message to
the local instance of HOP (located in the same vehicle) that
will be in charge of �nd ing a gateway by the mean of the
servi ce discovery included in the condit ional tra nsmissions.

Th e GTW appli cati on is developed in Tcl/ Tk (t he init ial
choice of Tcl/ Tk for the Airp lug applicat ions is explained by
the fact that it is easier to adapt t hem to Network Simulator
later [15]). We did not �nd any funct ional IPv6 implemen-
tati on in Tcl. So, to circumvent t his problem, we developed
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